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A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science



Next Generation eScience Ecosystem



Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Sept 16-17, 2024 



Other GRP Events

• GRP Demonstrations, IEEE/ACM International 

Conference on High Performance Computing, 

Networking, Storage and Analytics, Atlanta, Georgia, 

November 2024

• Mini-Global Research Platform Workshop, Co-Located 

With the Supercomputing Asia Conference, Singapore, 

March, 2025

• GRP Demonstrations, OFCnet, OFC Conference, San 

Francisco, California, March 2024

• Global Research Platform Workshop, Co-Located With 

IEEE International Conference on eScience, Chicago, 

Illinois, September, 2025



Selected Applications/Instruments



Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source





Next Generation Research Platforms

• US National Research Platform

• Asia Pacific Research Platform

• Korean Research Platform

• EU SLICES

• Worldwide LHC Computing Grid (WLCG)

• DOE Integrated Research Infrastructure (IRI)

• Open Science Grid

• Open Science Data Grid

• Et Al



Worldwide LHC Computing Grid

• The Worldwide LHC Computing Grid (WLCG): Global 

Collaboration Of  ~ 170 Computing Centers In More 

Than 40 Countries, Integrating National and 

International Grid Infrastructures. 

• WLCG Provides Global Resources To Gather, Store, 

Distribute and Analyze ~200 Petabytes of LHC Data 

Each Year, Planned To Significantly Increase When the 

High Luminosity LHC Is Implemented

• WLCG – Partnership of EGI (European Grid 

Infrastructure), OSG (Open Science Grid), and NeIC 

(Nordic e-Infrastructure Collaboration).







Major Service, Architecture, Technology 

Themes

• Orchestration Among Multiple Domains

• Large Scale High Capacity WAN Services

• High-Fidelity Data Flow Monitoring, 

Visualization, Analytics, Diagnostic Algorithms, 

Event Correlation AI/ML/DL

• International Testbeds for Data-Intensive 

Science

• Persistent Specialized Platfoms and Facilities 

(e.g., High Performance Networks, Open 

Exchange Points)





AutoGOLE Open R&E Exchanges





(110+

Currently: 26+ 400 Gbps Paths Prototyping 800 Gbps Tbps





SCinet National WAN Testbed

• As In Previous Years, iCAIR Supported SCinet In

Designing and Implementing a National WAN Testbed

• A Key Focus Is 400, 800, and 1.2 Tbps Path Services 

and Interconnections, Including Direct Connections To 

Edge Nodes, Primarily High Performance DTNs

• The SC24 National WAN Testbed Was Designed and 

Implemented To Support Demonstrations and 

Experiments Of Innovations, Many Related To Data 

Intensive Science



Example SC24 SCinet Network Research Exhibitions

• Global Research Platform (GRP)

• SDX 1.2 Tbps WAN Services

• SDX E2E 400 Gbps 800 Gbps WAN Services

• 400 Gbps DTNs & Smart NICs

• Orchestration With Packet Marking (SciTags)

• ESnet High Touch Network Measurements

• NA REX Continental Backbone For Data Intensive Science

• SDX International Testbed Integration

• StarLight SDX for Petascale Science

• DTN-as-a-Service For Data Intensive Science With Scitags

• P4 Integration With Kubernetes, P4 Global Lab

• NASA Goddard Space Flight Center HP WAN Transport Services (400 G Dsk-Dsk)

• Resilient Distributed Processing & Rapid Data Transfer

• AutoGOLE/SENSE E2E Orchestration Net Services And Workflow Integration

• Open Science Grid Demonstrations

• National Research Platform Demonstrations

• Chameleon FABRIC/FAB Integration

• SciStream Multi Site Data Streaming Orchestration

• Distributed Pipelines Over WANs For On-Line Data Analysis

• DTNs for Research Enhanced Environments (ONION-RED ONION)

• Distributed Hybrid Quantum Computing With PQC/QKD Secured Links



Tbps WAN Services For Data Intensive 

Science
• NRE Demonstrations Leverage Experimental Research In the Optimal 

Design, Configuration, Components, and Integration Of DTNs

• Technologies: Software Defined Networking (SDN), 400 Gbps Smart NICs, 

NVMe over Fabric, RDMA,Techniques For Kernel Bypass Using Zero-Copy 

for Memory and Disk Copy (To Avoid Bottlenecks in Large Scale Data 

Transfers Over 1.2 Tbps WANs), GPU Acceleration, P4 And Optimal 

Affinity Bindings for NUMA Architecture for Higher Resource Utilization 

• Demonstrations Also Showcase Middleware Required to Orchestrate 

infrastructure Resources for Reliable, Optimized High-Performance WAN 

Data Transfers.

• Demonstrations Showcase Measurement Techniques for Real-Time 

monitoring, benchmarking and evaluation including an AI Toolset. 

• WAN Service Investigations Include Examining Implications for Production 

Operations.



15*400 Gbps Paths Provisioned Just for SC24





Source: Tom Lehman

International Research Infrastructure Testbed
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Caltech/… 
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Atlanta, GA
MORE

StarLight/

NASA/NRL 

Booth 2551

SC24, 

Atlanta, GA
MORE

JOINT 

BIG DATA 

TESTBED
SCinet L1

SCinet L2/3

30 October 2024

Latest Version at:

https://tinyurl.com/SC24-JBDT
To request changes, please leave a comment

SC24 floorplan

100G - LR4 

100G - SR4 

100G - DAC

400G - DR4

10G

1G

100G - CLR4 

200G - DAC

400G - DAC 

400G - LR4/FR4 

 
2

 
6

1
0

1
4

1
8

2
2

0
4

0
6
 

0
8
 1
0

1
2

1
4

1
6

1
8

2
0

2
2

2
4

0
1

0
5

0
9

1
3

1
7

2
1

2
3

2
5

2
7

2
9

3
1

0
2
 

0
3

C D E F G H

 
1

 
5

 
9

1
3

1
7

2
1

CISCO DCI 400G

S
ta

rL
ig

h
t 
G

e
n
5
 

(R
7
6

0
)

S
ta

rL
ig

h
t 
G

e
n
5
 

(R
7
6

0
)

N
R

L
 #

?
 

W
o

rk
s
ta

ti
o

n

N
R

L
 #

?
 

W
o

rk
s
ta

ti
o

n

N
R

L
 G

e
n
5

 
(A

S
G

-1
1
1

5
S

)

ARISTA 7050PX4 400G

N
R

L
 G

e
n
5

 
(A

S
G

-1
1
1

5
S

)

N
R

L
 G

e
n
5

 
(A

S
G

-1
1
1

5
S

)

ARISTA 7280DR3AK 400G

DCI

C
a

lt
e

c
h

 U
C

S
D

 
D

e
ll
 R

7
3

0
X

D
 5

 

C
a
lt

e
c

h
 U

C
S

D
 

D
e

ll
 R

7
3

0
X

D
 6

  

C
a
lt

e
c

h
 U

C
S

D
 

D
e
ll

 R
7

3
0

X
D

 3
  

C
a
lt

e
c

h
 U

C
S

D
 

D
e
ll

 R
7

3
0

X
D

 4
  

 

C
a

lt
e

c
h

 S
A

N
D

IE
 9

 D
e
ll
 R

7
3

0
X

D
  

 

Dell S60 1G

Nokia DCI 400G

                                                                                                            

                                                                            

C
a
lt

e
c

h
 U

C
S

D
 

D
e
ll

 R
7

3
0

X
D

 1
  

                                                                                                            

                                                                            

C
a
lt

e
c

h
  
U

C
S

D
 

D
e
ll

 R
7

3
0

X
D

 2
  

C
a
lt

e
c

h
 N

E
U

 D
e
ll

 R
7

3
0

X
D

  
 

Dell Z9432F 400G

C
a

lt
e

c
h

 U
S

C
M

S
  

G
e
n

5
  

D
T

N
1

 
(A

S
U

S
 R

S
5
2

0
A

) 

C
a

lt
e

c
h

 U
S

C
M

S
 

G
e
n

5
 D

T
N

2
(A

S
U

S
 R

S
5

2
0

A
)

 ARISTA 7060DX-4 400G 

Tofino1 TnTech

Tofino1 CIT2

Dell Z9332F 400GDell Z9100Tofino1 CIT3

Tofino1 FIU

Tofino1 CIT1

NRL 

Wash., DC  
MORE

ATDnet/

MAX

ESnet TB

TRIUMF U VICTORIA

Caltech  

Los Angeles, 

CA 

UCSD  

Los Angeles, 

CA 

Internet2

FNAL CERN

AP-REX

FABRIC

CENI

ESnet
ESnet

W
C
0
4

W
C
0
5

W
C
0
6

W
C
1
7

W
C
0
7

W
C
0
8

W
C
0
9

W
C
1
0

W
C
1
1

W
C
1
2

W
C
1
3

W
C
1
4

CENIC - PacWave 

Los Angeles, Sunnyvale, Seattle 
Seattle, WA 
    

JBDT

NASA/

NRL/

StarLight/

CENI

McLean, 

VA

 MORE 

StarLight/

iCAIR/

NASA/

NRL 

Chicago, 

IL

 MORE 

NA-REX

AmLight

Rednesp

Tenet/SANReN

Miami, FL

Atlanta, GA

SCinet L1

WC
31

WC
23

WC
24

ESnet 

Testbed

Berkeley, CA 
MORE

CANARIE













SC24 SCinet 2024



SCinet SC24 Venue 800 Gbps Science DMZ









Tbps WAN Service R&D

• SDX 1.2 Tbps WAN Services

• SDX 1.2 Tbps WAN Infrastructure

• SDX E2E 800 Gbps WAN Services

• SDX E2E 400 Gbps WAN Services

• 400 Gbps DTNs & Smart NICs

• Software Defined Networking (SDX)

• Middleware

• Protocols

• Hardware and Software Configurations

• Transceivers, Fiber, etc
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NASA/MAX

McLean, VA
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StarLight Booth

SC24, 

Atlanta, GA

Network on 

demand (SDN)

LBNL

200G

200G

ESnet Testbed, 

Berkeley, CA

Timely Data 

Transfer

Naval Research Laboratory

Center for Computational Science

SC24 Demonstration

“Interconnected and interlocking problems” 
demand a high performance dynamic 
distributed data centric infrastructure

NRL aims to demonstrate:
• Dynamic arrangement and re-

arrangement of widely distributed 
processing of large volumes of 
data across compute and network 
resources organized in response 
to resource availability and 
changing application demands

• SC24 booth to compute and 
storage assets in McLean, VA; 
Chicago, IL; and Berkeley, CA

Specific goals:

1. Rapid network deployment, 
monitoring, reporting, and 
redeployment.

2. Tbps RDMA data movement 
over global distance for 
timely Terabyte transfers 
(goal << 1 min Tbyte transfer 
on N by 400G network).

3. Dynamic shifting of 
processing and network 
resources from one 
location/path/system to 
another (in response to 
demand and availability).
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GRP DTNaaS For Petascale Science
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ESnet Gamma Ray Energy Tracking Array (GRETA) Prototype

Source: ESnet Testbed



Source: ESnet Testbed



Revisiting the Science DMZ
SCinet Network Research Exhibition

Corey Eichelberger, Ezra Kissel, George Robb, Jason Zurawski

Goal

Understand the causes and impact of data 

movement friction in modern 

cyberinfrastructure.

Approach

1. Test data mobility with and without multi-

vendor network security devices.

2. Model performance expectations for 

secure network transfers.

3. Incorporate detailed telemetry and 

monitoring capabilities.

Expected Outcomes

● Develop and publish documentation.

● Update best practices.

StarLight Is Provding Support For Multiple Other NREs, e.g.,
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Paul Ruth PI, RENCI: FABRIC

Core = 1.2 Tbps 



Ciena CENI



Ciena CENI



FabFed





National Research Platform

+ Open Science Grid & Open Science Data Grid



Berkeley, CA

McLean, VA

Chicago, IL

Washington, DC

MORN SC24 
Testbed

Atlanta, GA

C
UI



Fermi National Accelerator Laboratory

Also: Large Scale Network Research Testbed On Site



Quantum Communications And Networks:

Motivation

• Quantum Enables Many New Applications
– Security – e.g., Quantum Key Distribution (QKD), Highly Secure 

Information Transmission, Quantum Encryption

– Quantum Sensors

– Quantum – e.g., Precise Clocks

– New Applications Derived From Unique Properties (e.g., Superposition) 

And Novel Quantum Devices

– Communications Among Quantum Computers, e.g., To Address 

Complex Computational Science Problems Through Distributed 

Quantum Environments (iCAIR’s Quantum Research Focus)



Emerging Chicago Quantum Exchange Testbed



Energing IEQnet Testbed Topology

Illinois Express Quantum Network







OFC 2025 San Francisco

• OFC 50 – Celebrating 50 Years Of Optical Networking 

and Communications

• Moscone Center, San Francisco, California

• Technical Conference: 30 March – 03 April 2025

• Exhibition: 01 – 03 April 2025

• Expected: Over 13,500 Registrants From 83+ Countries, 

Showcase of More Than 700 Exhibiting Global 

Companies

• Topics: 1.6 Terabit, AI, Coherent PON, Linear Pluggable 

Optics (LPO), Multicore Fiber, Data Center Technology, 

Quantum Networking, etc.

• OFCnet – Supported By CENIC, et al







www.startap.net/starlight

Thanks to the NSF, DOE, NASA, 

NIH, DARPA

Universities, National Labs, 

International & Industrial 

Partners,

and Other Supporters



 

 

"Any opinions, findings, conclusions or recommendations 

expressed in this material are those of the author(s) and do not 

necessarily reflect the views of the Networking and Information 

Technology Research and Development Program." 

 

 

The Networking and Information Technology Research and Development 

(NITRD) Program 

Mailing Address: NCO/NITRD, 2415 Eisenhower Avenue, Alexandria, VA 22314 

 Physical Address: 490 L'Enfant Plaza SW, Suite 8001, Washington, DC 20024, USA Tel: 202-459-9674, 

Fax: 202-459-9673, Email: nco@nitrd.gov, Website: https://www.nitrd.gov 
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