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the basis for presentations and panel discussions at the workshop.  Most of these white papers
are available on the Web at: http://www.ngi-supernet.org/conferences.html.

     The workshop participants were asked to envision network technology possibilities that
could revolutionize the way we live and work in the decades ahead, but that are beyond the
scope of today's commercial, profit-driven R&D programs, and to identify network research
needs to help realize those possibilities.  Emphasis was placed on identifying exciting new
areas of research that are radically forward-looking and that hold the potential to yield
unexpected results.  The workshop asked the participants to identify critical research barriers
and the limitations of existing approaches.  They were encouraged to bridge the gap between
the broad-scale vision and the specific technologies, however difficult to achieve, needed to
realize the vision.

1.3 Workshop Format

     The LSN workshop was held over a three-day period from March 12 to 14, 2001.  On the
first day, three panel sessions provided discussion of the white papers in the areas of:

♦  Adaptive networking: Network-awseardistributed applications, proactive self-tuning
systems for ubiquitous computing, and custom channel building for large-scale
network systems

♦  Infrastructureless networking: Ad-hocrdisposable networks; dynamically forming,
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♦  Self-diagnosing, self-healing capacity

     Research is needed to automatically generate, propagate, and maintain the optimal
communications, network, and application configurations required to rapidly establish and
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Revisiting networking fundamentals

     Future systems will have to seamlessly integrate components with a dynamic range manywith speeds commonly ranging from
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2.2 Deeply Networked World/SWARMS (Smart World A irforce Repair and
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Scalability and self-organizing communications algorithms

     We expect orders of magnitude increases in both the number of networked devices and
network traffic on the future Internet.  It is critical that the network scale to accommodate
those increases.  Research is needed to understand network behavior with these increases and
to study networked systems’ complexity.  Research is needed to adapt relevant science from
other fields such as chaos theory, economics, catastrophe theory, stochastic processes, and
generalized control theory to promote breakthroughs and revolutionary solutions to
scalability.  Network performance measurement is critical to providing information on the
functioning of the network to guide real-time network management, and to provide an
understanding of network behavior to support design of the future Internet.  Network
performance measurement tools need to be developed, standardized, and ubiquitously
deployed to provide performance data.  A performance data archive is needed to provide an
historical record for understanding operational network behavior, complexity, and trends and
to support network simulation and design.

     Currently, network scalability is implemented using hierarchical and cluster network
organization.  However, such organization is difficult to implement for mobile network
elements, for responding to dynamic conditions, and for responding to administrative
constraints.  These require that self-organizing networks be able to continually change the
network organization.

     Research is needed to identify core networking functions and parameters, to develop
algorithms that will enable highly flexible multimodal routing to support scaling and QoS,
and to implement more flexible addressing schemes to accommodate emerging optical
technologies.  Routers need broader semantics for topology, name, atd to fug of ori be develablevem(grid lonicati,ng hierarory,tc.)ug of t scalins fot orders of magnitude eansationnhe numbers he
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     A collaborative scientific environment might include a large number of small sensors and
robots with varying capabilities, capable of being embedded into the natural environment
with minimum disturbance.  Low-power nodes, with limited communication bandwidth, need
to understand local conditions and together collaborate to identify and monitor global
environmental conditions.  Network traffic loads may be reduced if data and information can
be aggregated and correlated at a local site to the level of granularity required by the
collaborators.

2.4.2 Collaboration Scenario Networking Needs That Require Networking Research

      To support collaboration environments in the future, networks will have to provide:

New middleware services

♦
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Virtual meeting maker

     The system must be able to schedule, establish, and record virtual meetings.  It must
support schedule conflict resolution, scribing, attendance authentication, and archiving.  In
addition, the system must support asynchronous access and coordination for meeting
absentees who access archived meeting materials.

Security and privacy

      Security and privacy tools must be able to handle a wide range of requirements such as
authorization, end-to-end key management, and revocation of authorization.  In addition, the
system must be able to support advanced security features such as allowing selentive
anonymous collaborators to participate and retrospentively access archived collaboration
materials.

Other features

     The system will also need to support a variety of additional capabilities such as shared and
private workspaces, an “elentronic whisper” capability that allows two collaborators to hold a
private conversation during a collaboration session, and language translation.
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2.5 Networked Medical Care
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The Role of Industry in HEP Networking R&D

     Wherever possible, high-end science takes advantage of capabilities that are developed
and commercialized by industry.  For example, the HEP community has benefited from cost
reductions and reliability increases provided by industrial commercialization of individual
middleware components, such as databases and well-defined information systems.  Also, the
HEP community has benefited from the availability of commercial high-end computing
systems, high-bandwidth networks, and extensive middleware.  It is likely that higher
bandwidth will be more affordable in the future due to economies of scale, greater supply,
and competition among providers.  Carriers are beginning to make individual wavelengths
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Appendices

1. Invitation tf A bmit white papers, January 5, 2001
2. List of LSN workshop attendees

Scenarios

3. Zero Casualty War Scenario
4. Deeply Networked World/SWARMS scenario (Smart World A irforce Repair and

Maintenance System) Scenario
5. Crisis Management Scenario
6. Collaboration Scenario
7. Networked Medical Care Scenario
8. High Energy Physics Scenario
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      The total length of the paper should not exceed six pages, including any figures, with
minimum font size of 10 poinl .  The first page (the cover sheet) must show the submission
title, names and contact information for the author(s) and/or a contact person.  The cover
sheet should also include an abstract that succinctly describes the main idea, innovative
claims and the critical technical barriers. Submissions must be formatted in  Microsoft Word
or Adobe PDF format.

      Attendance will be by invitation; some limited support for travel and expenses will be
available for invitee .  Papers must be submitted electronically to lsn_workshop@snap.org
by 5pm Sunday, February 4, 2001.  Those selected to participate will be notified by February
16, 2001.  Information related to this workshop will be posted at:
http://www.eventmakeronline.com/sta/view/index.asp?meetingid=5.   For further
information, please send email to lsn_workshop@snap.org.

      The workshop is sponsored by the Federal Large Scale Networking Coordinating Group,
DARPA, DOE, NASA, NIST, NLM and NSF.
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♦  Provision of hierarchical views of the network struoture, depending on the "user":
forward operating base, CONUS, Task Force commanders, and FFCS Cell team







49

Appendix 5: Crisis Management Scenario

     In 2010, NOAA began a five-year deployment of its Ultra Doppler/SAR radars across
“Tornado Alley” in the central U.S. In the following year, DoD received “dual use” approval
to supply early fire warning bulletins from its “staring” missile launch detection satellite
systems. And in 2012, NASA orbited Firesat, capable of providing twice-a-day high
resolution multi-spectral, multi-instrument views of forest fire activity around the world.

     The year is now 2015, and a “perfect” fire and tornado season has descended on the U.S.
Hot, dry Santa Ana winds have come to the West Coast of the U.S. with a vengeance, from
San Diego all the way up to the Pacific Northwest. In the Central States, destructive twisters
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be facing from the need to continuously monitor, at high resolution, the physical world I am
interested in exploring.  My task would be much easier if it were possible to execute local
correlation and possible aggregation of data inside the network before I collect and process
the data at the desired level of granularity.”

     Then in reference to her collaboration with her direct national and international peers, Dr.
Clotho added, “Facilitating the interaction and collaboration among the large number of
limited devices addresses only one aspect of my problem.  We also need collaborative
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Appendix 8: High Energy Physics Scenario

     Never before has the scientific mission of particle physics research been so dependent on
state-of-the-art information technology. Collaborations of hundreds to thousands of
physicists and engineers are formed to create accelerators, detectors, and analysis systems
with a productive life of tens of years.  These analysis systems form a complex and widely
distributed “fabric” of computing and storage resources.

     The non-deterministic nature of quantum physics, uneasily understood during the last
century, inevitably requires the measurement and analysis of billions of particle interactions
to observe and understand fundamental processes.  Particle physics experiments have pushed
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capacity switching fabric, but individual data acquisition nodes and filtering nodes will
communicate at gigabit speeds.  In addition to the substantial bandwidth requirement,
challenges include:

♦  The multicast service required when more than one remote filtering center is available
♦  Achieving adequate error rate and robustness without ever allowing the

implementation of the “wild idea” to impact the detector-site data acquisition system
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